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Building a Scalable Bipartite P2P
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Abstract—The Peer-to-Peer (P2P) model, being widely adopted in today’s Internet computing, suffers from the problem of topology
mismatch between the overlay networks and the underlying physical network. Traditional topology optimization techniques identify

physically closer nodes to connect as overlay neighbors, but could significantly shrink the search scope. Recent efforts have been

made to address the mismatch problem without sacrificing the search scope, but they either need time synchronization among peers or
have a low convergent speed. In this paper, we propose a scalable bipartite overlay (SBO) scheme to optimize the overlay topology by
identifying and replacing the mismatched connections. In SBO, we employ an efficient strategy for distributing optimization tasks in
peers with different colors. We conducted comprehensive simulations to evaluate this design. The results show that SBO achieves
approximately 85 percent of reduction on traffic cost and about 60 percent of reduction on query response time. Our comparisons with
previous approaches to address the topology mismatch problem have shown that SBO can achieve a fast convergent speed, without

the need of time synchronization among peers.

Index Terms—Unstructured peer to peer, topology mismatch, overlay, bipartite, search efficiency.

1 INTRODUCTION

HE peer-to-peer (P2P) model, such as Gnutella [1],

KaZaA [3], and BitTorrent [6], [21], aims at utilizing
and managing increasingly large and globally distributed
information and computing resources, thus complementing
available client-server services. Decentralized and unstruc-
tured P2P systems are most commonly deployed in today’s
Internet. File placement is random in these systems, which
has no correlation with the network topology. The most
popular search mechanism in use is to blindly “flood” a
query to the network among peers (such as in Gnutella) or
among superpeers (such as in KaZaA). A query is broadcast
and rebroadcast until a certain criterion is satisfied.

Based on their measurements of popular P2P systems
such as FastTrack (including KaZaA and Grokster) [2],
Gnutella, and DirectConnect, the studies in [21], [23] have
shown that P2P traffic contributes the largest portion of the
Internet traffic. Much P2P traffic, however, is unnecessary.
An attractive feature of P2P is that peers do not need to
directly interact with the underlying physical network,
providing many new opportunities for user-level develop-
ment and applications. Nevertheless, the mechanism for a
peer to randomly choose logical neighbors, without any
knowledge about the physical topology, causes a serious
topology mismatch between the P2P overlay networks and
the physical network. Our studies, detailed in Section 5,
have shown that about 75 percent of the query response
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paths suffer from the topology mismatch problem. Because
of the mismatch problem, a pair of logical neighbors can be
far away from each other, causing a message to traverse the
same physical link multiple times and wasting a huge
amount of network bandwidth.

Traditional overlay topology optimization studies that
use different techniques to identify physically closer nodes
to connect as overlay neighbors could significantly shrink
the search scope, which is not feasible in P2P systems.
Recent efforts have been made to address the mismatch
problem without sacrificing the search scope, such as
Adaptive Connection Establishment (ACE) [18] and Loca-
tion-aware Topology Matching (LTM) [19]. In ACE, each
peer exchanges information with its neighbors so that an
overlay multicast tree can be built among each source peer
and its neighbors as the base for the overlay optimization.
The convergent speed of ACE is slow because of the
information exchange among each peer and all its neigh-
bors. In LTM, each peer issues a detector so that the peers
receiving the detection can record relative delay informa-
tion as the optimization basis. In order to record the correct
delay information, time synchronization among peers is
needed.

In order to address the limits of existing solutions for the
overlay mismatch problem, we propose a scalable bipartite
overlay (SBO) among peers in Gnutella-like systems or
among the superpeers in KaZaA-like systems to optimize
the overlay topology by identifying and replacing the
mismatched connections. In SBO, we employ an efficient
strategy for distributing optimization tasks to peers with
different colors, that is, white and red. The color of a peer is
assigned at the bootstrapping stage, and a peer will only be
connected with peers of a different color. A white peer
probes the cost with its neighbors and sends the cost
information to its red neighbors. With the cost information
of peers within two hops, each red peer will build a
minimum spanning tree (MST), which is the base for a
white peer to replace or cut mismatched connections. Our
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simulation studies show that the total traffic and response
time of the queries can be significantly reduced by
optimized SBO without shrinking the search scope. Our
comparisons with ACE and LTM have also shown that SBO
can achieve a fast convergent speed, without the need of
time synchronization among peers.

The rest of this paper is organized as follows: Section 2
discusses related work. Section 3 analyzes the inefficient
P2P overlay topologies. Section 4 presents the design of SBO
and its optimization operations. Performance evaluation of
SBO is presented in Section 5, and we conclude the work in
Section 6.

2 RELATED WORK

Different techniques have been used to build efficient
overlay topologies. End-system multicast Narada was
proposed in [11], which first forms a rich connected graph
on which shortest path spanning trees are constructed. Each
tree is rooted at the corresponding source by using well-
known routing algorithms. This approach introduces a
large overhead in forming the graph and trees in a large
scope and does not consider the peers” dynamic character-
istics of joining and leaving. The overhead of Narada is
proportional to the multicast group size. Researchers have
also considered clustering close peers based on their
Internet Protocol (IP) addresses (for example, [14], [20]).
We believe that there are two limitations in this approach.
First, the mapping accuracy is not guaranteed. Second, this
approach might affect the search scope of a P2P network. In
contrast, our technique is measurement based and can
accurately and dynamically connect physically closer peers
and disconnect distant ones. Also, our scheme does not
shrink the search scope. Researchers in [31] proposed
measuring the latency between each peer and multiple
stable Internet servers called “landmarks.” The measured
latency is used to determine the distance between peers.
This measurement is conducted in a global P2P domain. In
contrast, our measurement is conducted locally with high
accuracy, significantly reducing the network traffic. Cha-
wathe et al. [10] introduced a topology adaptation algo-
rithm to ensure that high-capacity nodes are the ones with
high degree, and low-capacity nodes are within the short
reach of high-capacity nodes. It addresses a different
matching problem in overlay networks but does not
address the topology mismatch problem between the
overlay and physical networks.

To attack the topology mismatch problem, the LTM
scheme [17] is proposed, in which each peer issues a
detector message in a small region so that the peers
receiving the detector can record relative delay information.
Based on the delay information, a receiver can detect and
cut most of the inefficient and redundant logical links, as
well as add closer nodes as its direct neighbors. The major
drawback of LTM is that it needs to synchronize all the
peering nodes and, thus, LTM requires the support of the
Network Time Protocol (NTP) [5], which is critical.

One of our early attempts at alleviating topology
mismatch is called ACE [18], in which every single peer
builds an overlay MST among itself (source node) and the
peers within a certain diameter from the source peer and
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Fig. 1. Examples of P2P overlay topologies.

then optimizes the neighbor connections that are not on the
tree. However, ACE can only work with one-hop logical
neighbors, and the convergent speed is relatively slow.
Later discussions will show that our SBO proposed in this
paper has a smaller overhead and a faster convergent speed
than ACE.

3 INEFFICIENT OVERLAY TOPOLOGIES

In a P2P system, all participating peers form a P2P network
on top of an underlying physical network. A P2P network is
an abstract logical network called an overlay network. The
maintenance and search operations of a Gnutella peer are
specifically described in [7]. When a new peer wants to join
a P2P network, a bootstrapping node provides the IP
addresses of a list of existing peers in the P2P network. The
new peer then tries to connect with some of these peers. If
some attempts succeed, then the connected peers will be the
new peer’s neighbors. Once this peer joins a P2P network,
the new peer will periodically ping the network connections
and obtain the IP addresses of some other peers in the
network. These IP addresses are cached by this new peer.
When a peer leaves the P2P network and then wants to
rejoin the P2P network, it will try to connect to the peers
whose IP addresses have already been cached. The
mechanism by which a peer joins a P2P network, with
peers randomly joining and leaving, and the nature of a
flooding-based search make an inefficient mismatched
overlay network and cause large amounts of unnecessary
traffic. In this section, we use examples to explain the
message duplications and the mismatch problem.

3.1 Unnecessary Message Duplications in Overlay

Connections
Fig. 1 illustrates some examples of P2P overlay topologies,
where solid lines denote overlay connections among logical
P2P neighbors. Consider the case when node A issues a
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Fig. 2. Example of physical topologies.

query. A solid arrow represents a delivery of the query
message along one logical connection. In Gnutella, a peer
forwards an incoming query message to all of its directly
connected peers, except the one that delivered the incoming
query. Thus, as shown in Fig. 1a, A’s query is relayed by
nodes B and C. Peer B forwards the query to C, whereas C
also forwards the query to B. In this case, the pair of
transmissions between B and C causes an unnecessary
message duplication. We can easily observe that the other
three overlays, as shown in Figs. 1b, 1c, and 1d, have fewer
message duplications while retaining the same search scope
for this query.

However, we cannot draw the conclusion that the
overlays in Figs. 1b, 1c, and 1d are better than the one in
Fig. la because the above discussion only takes message
and traffic cost into consideration. In fact, compared with
Fig. 1a, the overlays in Figs. 1b, 1c, and 1d have fewer
overlay connections, but may cause longer average query
response times/query latencies. For example, when A
issues a large number of queries, and D has most of the
desired data, the query response time/query latency in the
overlay in Fig. 1b will be much longer than that in the other
three overlays.

Generally, as long as cycles exist in search paths, there will
be message duplications in overlay connections. Some peers
such as B and C are visited by the same query message
multiple times. If a peer receives a query message with the
same Message ID (GUID) as the one that it has received
before, then the peer will discard the message. Since a peer is
aware of this kind of revisit, we call it a Revisit Known (RK)
problem. In the example shown in Fig. 1, although C
eventually knows that the messages from A and B are
duplicate ones, it cannot avoid such duplication on the link
between B and C, unless we remove some logical links such
as BC or AC, as shown in Figs. 1b, 1c, and 1d. On the other
hand, reducing RK duplications might lead to an increase in
the query latency. Hence, the first design objective of SBO is to
reduce message duplications and attack RK problems with
minimal increment in the query response time while
retaining the same search scope of queries.

3.2 Message Duplications in Physical Links and
Topology Mismatch Problem

We have discussed message duplications in overlay con-
nections. However, for an overlay without RK problems,
the same message still can traverse the same physical link
multiple times, causing a large amount of unnecessary
traffic and increasing the query response time. Here is an
example. Suppose Fig. 2a illustrates the underlying physical
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network of the overlay, as shown in Fig. 1b, where A4, B, C,
and D are peering nodes, and node Y is not a peering node.
We can see that the query message along the overlay path
A — B — C — D traverses physical link Y B twice. Node Y
is visited twice.

Since node Y is not a peering node, the message
duplication (revisit to Y) cannot be avoided. We may
reduce the duplication between link Y B by creating a direct
connection between A and C and disconnecting the logical
link BC, resulting in an overlay, as shown in Fig. 1d, but
new duplications indeed occur in other links between Y
and A. Later discussions in this paper will show that SBO
will carefully choose the most efficient overlay connections
under this situation by comparing the delay of logical
connections and observing the behavior of each peering
node.

Fig. 2b illustrates another underlying topology of the
overlay, as shown in Fig. 1b. For a query message along the
overlay path A — B— C — D, D is visited three times.
Node D is a peering node, but in the first two visits, D is
visited as a nonpeering node. These first two visits are not
known by the P2P application. We define this kind of revisit
as a Revisit Not known (RN) problem. In this case, three
physical links have been traversed twice, as shown in
Fig. 2b; thus, a topology mismatch problem occurs.

It is more effective to solve RN problems than RK
problems, since RN problems not only increase message
duplications/traffic cost as RK problems do, but also
significantly increase the query response time. In Fig. 2b,
node D has been visited by the same query message twice
before it “formally” receives the query as a peering node. If
we can replace the overlay in Fig. 1b with the one in Fig. 1c
for the physical topology shown in Fig. 2b, then there will
be no message duplication at all, and the response time
from D to A will decrease significantly or substantially.
Hence, the second objective of SBO is to improve search
performance by alleviating RN problems.

Indeed, the stochastic peer connection and peers randomly
joining and leaving a P2P network cause large amounts of
topology mismatch between the P2P overlay network and the
physical underlying network. Studies in [22] have shown that
only 2 percent to 5 percent of Gnutella connections link peers
within a single autonomous system (AS). However, more
than 40 percent of all Gnutella peers are located within the
top-10 ASs. This means that most Gnutella-generated traffic
crosses AS borders, increasing the topology mismatch costs.
Our simulation results in Section 5 show that 744,734 out of
1,000,000 query responses traverse along mismatched paths,
ineach of which at least one of the peering nodes is visited as a
nonpeering node more than once.

4 SBO

Optimizing inefficient overlay topologies can fundamen-
tally improve P2P search efficiency. All the existing
approaches such as forwarding-based and cache-based
improvement strategies could be employed based upon an
efficient overlay. In this paper, we propose a design of SBO
that effectively avoids RK and RN problems to improve
search efficiency in unstructured P2P networks.
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Fig. 3. ACE.

4.1 Our First Attempt

Before going to SBO, we briefly introduce our early attempt,
ACE, so that we can clearly see why SBO outperforms ACE
in the traffic cost and response time reduction.

ACE uses the network delay between two peering nodes as
a metric for measuring the cost between peers. Each peer
probes the costs with its immediate logical neighbors and
forms aneighbor cost table. Two neighboring peers exchange
their neighbor cost tables so that a peer can obtain the cost
between any pair of its logical neighbors. Thus, a small
overlay topology of a source peer and all its logical neighbors
is known to the source peer. If we use N(.5) to denote the set of
direct logical neighbors of peer S, then each peer S has the
information to obtain the overlay topology including S itself
and N(5), as illustrated in Fig. 3a.

Based on the obtained neighbor cost tables, an MST
among each peer S and its immediate logical neighbors
(SUN(S)) is built, as shown in Fig. 3b. Then, the
message routing strategy of a peer is to select the peers
that are the direct neighbors in the MST to send its
queries. We can see that, after ACE operations, the traffic
cost is reduced from 7+5+10+12+6x2+8 x 245 x
2=172 to 74+5+10+8=30. After recognizing the so-
called nonflooding neighbors such as peer H, as shown in
Fig. 3, ACE selects closer peers as its new neighbors [29].

It is also shown that a larger diameter ACE leads to a
better topology optimization rate. However, working with-
in a larger diameter often means more information
exchange and a higher overhead. Can we enable the peers
to compute MSTs more than one hop away without an
additional overhead? This is one direct motivation for the
design of SBO.

4.2 Design of SBO

SBO employs an efficient strategy to select query-forward-
ing paths and logical neighbors. In the SBO design, we
divide all the nodes into two groups: white ones and red
ones. The advantage of SBO is twofold: 1) instead of letting
every node probe the neighbor distances and compute the
MST, SBO assigns one group of nodes to probe only and lets
the other group compute only, reducing the average over-
head incurred by each node, and 2) due to the bipartite
property, SBO nodes are able to compute MST in a two-hop
depth without an extra overhead, thus increasing the
convergent speed of the algorithm.

In the first phase of SBO, each joining peer is randomly
assigned a color: white or red. Each peer is only connected
with peers in a different color. In the second phase, each
white peer probes its distances with all its red neighbors
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and reports the information to the red neighbors. In the
third phase, each red peer computes efficient forwarding
paths so that the same search scope can be retained without
the need to flood a query to all neighbors. In the fourth
phase, a white peer that is not on the forwarding path tries
to find a more efficient red peer to replace its current
neighbor. Thus, the topology construction and optimization
of SBO consist of four phases: bootstrapping a new peer,
neighbor distance probing and reporting, forwarding
connections (FCs) computing, and direct neighbor replace-
ment. Details are explained as follows:

Phase 1: Bootstrapping a new peer. A typical unstruc-
tured P2P system provides several permanent well-known
bootstrap hosts to maintain a list of recently joined peers so
that a new incoming peer can find an initial host to start its
first connection by contacting the bootstrap hosts. In the
design of SBO, when a new peer is joining the P2P system, it
will randomly take an initial color: red or white. A peer
should keep its color until it leaves and again randomly select
a color when it rejoins the system. Thus, each peer has a color
associated withit, and all peers are separated into two groups:
red and white. In SBO, a bootstrap host will provide the
joining peer a list of active peers with color information. The
joining peer then tries to construct connections to the different
color peers in the list. Fig. 4 illustrates a new peer’s joining
process. In this way, all the peers form a bipartite overlay, in
which a red peer will only have white peers as its direct
neighbors, and vice versa.

Once a peer has joined the P2P system, it will
periodically ping the network connections and obtain the
IP addresses of other peers in the network, which will be
used to create new connections for the peer’s rejoining or in
case the peer loses some of its connections with its
neighbors due to the neighbors’ departure or failure, or
faults in the underlying networks.

Phase 2: Neighbor distance probing and reporting by
white peers. We use the network delay between two peers
as a metric for measuring the traffic cost between peers. We
modify the Limewire implementation of the Gnutella V0.6
P2P protocol [7] by adding one routing message type for a
peer to measure the transmission cost with its neighbors.
Each white peer probes the costs with its immediate logical
neighbors, forms a neighbor cost table, and sends this table
to all its neighbors that are all red peers. The impact of the
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Fig. 5. A red peer P has a small overlay topology of N(P) and N?(P) and
computes the efficient forwarding paths.

frequency of the white peers’ probing and cost table
reporting operation will be discussed in more detail in
Section 5.

We use N?(S) to denote the set of peers being two hops
away from S. Since each red peer P receives the cost table
from its white neighbors about its all red neighbors, the red
peer P has the information to obtain the overlay topology
including P itself, N(P), and N?(P), as illustrated in Fig. 5a.
Note that in SBO, the overlay forms a bipartite topology, so
there are no connections between any pairs of peers in
N?(P). Thus, we only require all the white peers to probe
the costs to their neighbors and send out the cost tables.
There is no need for the red peers to probe the distance.

Phase 3: FC computing by red peers. Based on cost tables
obtained from neighbors, an MST can be built by each red
peer such as P, as shown in Fig. 5b. Since a red peer builds an
MST in a two-hop diameter, a white peer does not need to
build an MST. The thick lines in the MST are selected as FCs,
whereas the remaining lines are non-FCs (NFCs). Queries are
only forwarded along FCs. For example, in Fig. 5b, P will
send/forward queries to A, B, and F', but not E. Peer P also
informs E that E is a nonforwarding neighbor. This
information will be used by E in phase 4, that is, direct
neighbor replacement.

Fig. 5cillustrates how the query message from Pis flooded
along the connections based on Fig. 5a. We can see many
message duplications, that is, the RK problem. The total
traffic cost incurred by the queryis 3+6+5+5+ 12+ 3 +
54+6+ 9+9+15+ 11+ 11 = 100. After FC computing, as
shown in Fig. 5b, the traffic cost incurred by this query
becomes3 + 6 + 5+ 3+ 5+ 6 + 15 = 43, as shown in Fig. 5d.

Although FC computing can reduce a lot of traffic while
retaining the same search scope, as we described earlier, the
price is to sacrifice the query response time or the query
latency. For instance, P issues a query, and E has the desired
data. The response time in Fig. 5c is 2 x 12 = 24. After FC
computing, the response time becomes 2 x (3 +6 +5) = 28.
Based on this observation, we will further improve our FC
selecting algorithm later in this section.

Fig. 6. An example of neighbor replacement.

Phase 4: Direct neighbor replacement by white peers.
This operation is only conducted by white peers. The goal
of neighbor replacement is to alleviate the topology
mismatch problem or RN problems. As we have explained,
solving the RN problem is essential, since it will not only
reduce message duplications and the traffic cost, but also
shorten the response times.

After computing an MST among the peers within two
hops, a red peer P is able to send its queries to all the peers
within two hops. Some white peers become nonforwarding
neighbors, such as £ in Fig. 5. In this case, for peer E, P is
no longer its neighbor. In the phase of direct neighbor
replacement, a nonforwarding neighbor E will try to find
another red peer being two hops away from P to replace P
as its new neighbor.

Peer P will send the neighbor cost tables that it collected
from A, B, and F to the nonforwarding neighbor E so that
E has enough information to find another neighbor to form
a more efficient topology. Having received the cost tables, £
can obtain the overlay topology among P and the peers
N(P) and N*(P). In the design of SBO, E will probe the
round-trip times (RTTs) to all the red peers in N*(P) and
sort the red peers according to their RTTs. Peer E then
selects the one with the smallest RTT, for example, peer D
in Fig. 6a. There are three cases for peer E that finds D as its
nearest red peer.

Case 1. The delay of ED is smaller than that of EP. The
connection of ED will be created, and D becomes E’s direct
logical neighbor. The connection EP will be put into E’s
will-cut list, which is a list of connections to be cut later. A
connection in a will-cut list will be disconnected when it has
been in the list for a certain period of time. A peer will not
send or forward any queries to the connections in its will-
cut list.

The reason for E not disconnecting EP immediately is
that some query responses might be sent back along the
overlay path EP for some earlier queries. Disconnecting
NFCs such as EP immediately may cause a serious response
loss problem. Fig. 6b is the topology after £ connects with D
and disconnects with P after a time-out period.
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Case 2. The delay of ED is larger than that of EP but is
smaller than the larger delays of PF and FD. For example, if
ED =13, as shown in Fig. 6c, then 12 < ED < 15. In this
case, F will create the connection of ED and treat D as its
direct neighbor. Peer E will not put connection EP into its
will-cut list until it sends its neighbor cost table to D so that
D still thinks that the connection of EP exists. Note that the
algorithm is fully distributed. Thus, when red peer D
conducts the FC computing, F' will become D’s nonfor-
warding neighbor. The white peer F will conduct the same
operations as what peer F has done and may try to find a
better red peer to replace node D as its neighbor.

Case 3. If ED has the largest delay among EP, PF, and FD,
then peer E will pick the second nearest peer in N?(P) such
as C, as shown in Fig. 6d, and repeat the above process until
it finds a better node to replace P as its neighbor or until it
has tried all the peers in N?(P).

The first three operations are relatively straightforward, so
we do not provide the detailed pseudocode, and the
pseudocode of the direct neighbor replacement operation is
given as follows:

For a white peer i
For each peer j in white peer i’s nonforwarding neighbor
list

Replaced = false;

List = all the two hop away red neighbors of j, N(j);

Peer i pings all the peers in the list;

Add peers’ RTT information to the list;

While the list is not empty and Replaced = false
remove the peer h with the smallest RTT from the list;
if RTT;, < RTTy; {replace j by h in i’s neighbor list;

Put j into the will-cut list;
Replaced = true;}
else
Common_list = all common neighbors of peer j and h;
While Common_list is not empty and Replace =false
Randomly remove a peer k from the
Common_list;
RTTk = maX{RTTkj, RTTkh};
if RTT;, < RTTy
{add & to i’s neighbor list;
remove j from ¢’s neighbor list right after
i finds out jk or kh is disconnected;
Replaced = true;};
End While;
End While;
End For;

Based on the above discussions, we can see the major
advantages of using a bipartite overlay. First, the operation
overhead is reduced. In ACE, every peer is required to
probe the neighbor distance and compute the MST, whereas
in SBO, white peers do the probing and red peers do the
computing. Second, SBO extends ACE into two-hop
neighbors, without additional information exchange. For a
red peer such as peer P in Fig. 5, it is sure that the two-hop
topology that it gets is complete, as the bipartite property
guarantees that there are no connections between P and A4,
C, or D, or among A, C, and D, since they are all red peers.
As a result, our experimental results show that SBO
outperforms ACE significantly.
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4.3 Further Improvements

Previous studies have shown that queries and queried data
have significant locality [25], [30]. A small number of peers
issue a large portion of the queries, and only 5 percent of the
files account for 50 percent of all transfers. Peers’ behaviors
are different in query frequency and response frequency. We
define a query-heavy peer as a peer that issues queries
frequently, and a response-heavy peer as a peer that often
responds to queries. We have discussed in the previous
section that reducing RK duplication may lead to an increase
in the query response time. To avoid disconnecting a path
from/toa query- or response-heavy peer, we further improve
SBO by keeping some single-direction connections (SDCs).

Query-heavy peer. If the number of queries that a peer has
issued or forwarded is five times more than the average
number of queries in the last minute (the number of times,
that is, five, is selected based on our simulation results),
then it is defined as a query-heavy peer. In our simulation,
with an average number of neighbors being 6, the initial
time to live (TTL)=7, an average peer lifetime of
10 minutes, and a query frequency of 0.3 query issued per
peer per minute, we measured that the average number of
queries processed (issued and forwarded) by each peer is
about 15 to 25 per second. Thus, a peer is identified as a
query-heavy peer if it processed more than 75 queries per
second.

Response-heavy peer. In the Gnutella protocol V0.6,
QueryHit (response) messages are sent along the same
path that carried the incoming query message. In our
simulation, a peer delivers or forwards three responses per
minute on the average. In SBO, a peer that processed more
than 20 responses in the last minute is defined as a
response-heavy peer (the number of responses, that is, 20,
is selected based on our simulation).

SDCs. Every peer in SBO will monitor its own status. If a
peer finds itself a query or response-heavy peer, then it will
report its status to all its neighbors. Thus, when a red peer
computes FCs to form the forwarding paths, a white neighbor
that is not a forwarding peer may be a query or response-
heavy peer. The connection between the red peer and the
white peer will be set as an SDC. For example, if peer E in
Fig. 5b is a response-heavy peer, instead of setting PE as an
NEFC, then it will set PE asan SDC P — E, where P will send /
forward query messages to £, whereas E will not send/
forward any query messages to P. In this case, E will still do
its neighbor replacement operation. The SDC P — E will be
disabled when E is no longer a response-heavy peer. If F is a
query-heavy peer, then connection PE will be set as an SDC
E — P, where E will send/forward query messages to P,
whereas P will not send/forward any query messages to E.

The simulation results in Section 5 will show that the
design of SDC further improves the system search
performance.

4.4 Traffic Overhead of SBO Optimizations

The simplicity of blind flooding makes it very popular in
practice. This mechanism relays a query message to all its
logical neighbors except the incoming peer. For each query,
each peer records the neighbors that relay the query to it. A
peer will discard a query message that has been received
before. Therefore, in the worst case, the same query message
can be sent on each logical link at most twice. For an overlay
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network with n peers, we use ¢,, to denote the average number
of neighbors and use ¢, to denote the average number of
physical links in each logical link. The total traffic caused by a
query is less than or equal to n ¢, c.. In a typical P2P system,
the value of n (more than millions) is much larger than ¢, (less
than tens) [26], so we can view both ¢, and ¢, as constant
numbers. Thus, in the flooding-based search, the traffic
incurred by one query from an arbitrary peer in a P2P
network is O(n). As observed in [27], each peer issues 0.3
query per minute on the average. Thus, the per-minute traffic
incurred by a P2P network with n peers is O(n?).

One optimization step of SBO includes all white peers’
neighbor distance probing/reporting and neighbor replace-
ment. In the worst case, each white peer P needs to probe
every peer in N?(P). It is reasonable to assume that the
traffic overhead of peer A probing peer B is equal to a query
message traversing the connection AB twice. If each peer
conducts the SBO optimization operation %k times per
minute, then the total traffic overhead per minute is

k nCe 3+2 n
k x (g X (ZCan + CpCe + 2C?LC@)) = %n

Our simulation results will show that the optimal value
for k is less than 1, so the per-minute traffic overhead
incurred by SBO to the P2P network is O(n). Compared
with the query traffic savings, the traffic overhead incurred
by the SBO optimization is relatively trivial.

4.5 Property of SBO Operations

The strength of the SBO optimization operation is that it
reduces the search traffic cost and query response time
without shrinking the search scope of queries. In most
previous topology optimization approaches, the topology
mismatch problem is attacked by simply letting all the peers
keep replacing their direct neighbors with physically closer
peers without considering the search scope issue. These kinds
of approaches, however, often destroy the connectivity of
overlays and, thus, create many isolated islands in P2P
systems. In this section, we will prove that the SBO operations
will not increase the number of components of a graph.

Theorem 1. Given a bipartite graph G = (V,E), the SBO
optimization operations will not increase G’s component
number.

Proof. We prove by contradiction. Suppose our claim is false.
Then, there exists at least one component C, where C is a
subgraph of G, which could be disconnected by the SBO
operations. Suppose C is disconnected into two parts, X
and Y, after the SBO operations, as shown in Fig. 7.

Before the SBO optimization, there must be one or
more edges between X and Y, since C is connected. Let M
denote the set of the edges between X and Y. Among all
these edges in M, we choose the shortest one uv € M.
Here, we assume that there are no exact equal-length
edges in the system, so uv is the only shortest edge in M.
Since G is a bipartite graph, peers v and v must have
different colors. Without loss of generality, we can
assume that u is red and v is white. C being disconnected
after the SBO operations means that none of the edges in
M, including wv, is selected as u’s forwarding path. We
know that the red peer u employs an MST algorithm
such as the Kruskal algorithm in the FC computing
operation. Because v is u’s one-hop neighbor, v must be
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Fig. 7. Proof of the property of SBO operations.

included in u’s MST. In the Kruskal algorithm, edges are
sorted from shortest to longest. If the edge wv is not
selected by the MST, then it means that there is already
another path P (uv ¢ P) between v and v, and the length
of each edge in P is shorter than uv. As P is between X
and Y, at least one of the edges in P, say, edge e, belongs
to M. We then have e < uv, which is a contradiction to
our choice that uv is the shortest edge in M and, thus, the
theorem. O

5 PERFORMANCE EVALUATION

To evaluate the effectiveness of SBO, we conducted
comprehensive simulations. Based on the real P2P overlay
topology and the generated networks, we simulate P2P
flooding search, host joining/leaving behavior, SBO opera-
tions, and other previous approaches.

5.1 Simulation Methodology
We use two types of topologies, physical topology and
logical topology, in our simulation. The physical topology
should represent the real topology with Internet character-
istics. The logical topology represents the overlay topology
built on top of the physical topology. All P2P nodes are in a
subset of nodes in the physical topology. Previous studies
have shown that both large-scale Internet physical topolo-
gies [28] and P2P overlay topologies [24] follow the small
world and power law properties. Power law describes the
node degree, whereas the small world describes character-
istics of path length and clustering coefficients [9]. The
study in [24] found that the topologies generated using the
AS model have the properties of the small world and power
law. The Boston University Representative Internet Topol-
ogy gEnerator (BRITE) [4] is a topology generation tool that
provides the option to generate topologies based on the AS
model. Using BRITE, we generate three physical topologies,
each with 27,000 nodes. We also generate logical topologies,
with the number of peers ranging from 3,000 to 8,000. The
average number of neighbors of each node ranges from four
to 10. We simulate SBO for all the generated logical
topologies on top of each of the three generated physical
topologies. We also simulate this approach in a real-world
P2P topology (based on a decision support system (DSS)
clip-2 trace). We obtained consistent results on the real-
world topology and the generated topologies.

In this evaluation, we simulate the flooding search used
in the Gnutella network by conducting the Breadth-First
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Search (BFS) algorithm from a specific node. A search
operation is simulated by randomly choosing a peer as the
sender and a keyword according to Zipf distribution. In our
simulation, 1,000,000 search operations are simulated. A
well-designed search mechanism should seek to optimize
both efficiency and quality of service (QoS). Hence, we
mainly focus on two performance metrics: the average
traffic cost and the query response time. Traffic cost is one
of the parameters that most seriously concern network
administrators. Heavy network traffic limits the scalability
of P2P networks [23] and is also a reason why a network
administrator may prohibit P2P applications. We define the
traffic cost as the network resource used in an information
search process of P2P systems, which is mainly a function of
consumed network bandwidth and other related expenses.
The response time of a query is one of the parameters
concerned by P2P users. We define the response time of a
query as the time period from when the query is issued
until when the source peer received a response result from
the first responder.

5.2 The Amount of Mismatch

We first quantitatively evaluate how serious the topology
mismatch problem is in Gnutella-like networks. We insert
1,000,000 queries into different topologies and track the
response of each query message to see if the response path
is a mismatching path. We count a path as a mismatching
path if a peering node in the path has been visited more
than once, that is, the RN problem. The results in Fig. 8
show that about 75 percent of the paths have the topology
mismatch problem. Although the mismatch problem is
slightly less serious when the average number of neighbors
increases, we can see that the mismatching degree is not
very sensitive to the average number of neighbors when the
number is changed from four to 10. We expect that the
mismatching degree can be greatly reduced if the average
number of neighbors increases significantly. However, an
extremely large average number of neighbors is not realistic
in existing P2P networks.

5.3 Effectiveness of SBO in Static Environments

We study the effectiveness of SBO in a static P2P
environment where the peers do not join and leave
frequently. This will show, without changing the overlay
topology, how many SBO optimization steps are required to
reach a better topology matching. Here, one step means that
each red peer collects the neighbor cost tables from its
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neighboring white peers and computes the efficient FCs,
and its neighbors finish neighbor replacement operations if
needed. Note that in the design of SBO, if the reported
information from all neighbors, including neighbor status
and cost tables, are not changed, then the red peer will not
compute FCs. Consequently, the neighboring white peers
will not do the neighbor replacement operations.

One goal of SBO is to reduce the traffic cost as much as
possible while retaining the same search scope. We generate
500,000 queries and simulate flooding search for different
topologies, with the average neighbor number as four, six,
eight, and 10 after each SBO optimization step. Fig. 9 shows
that the traffic cost decreases when the optimization opera-
tions of SBO are conducted multiple times, where the search
scope is all 7,000 peers. To cover the same search scope, SBO
reduces the traffic cost significantly in the first two optimiza-
tion steps. We can see that the traffic cost reduction reaches a
threshold after eight to 10 steps of the SBO optimization.

Short query response time is always preferred in P2P
systems. The simulation results in Fig. 10 show that SBO
can effectively shorten the query response time by about
60 percent in the first 10 optimization steps. The trade-off
between the query traffic cost and response time has been
investigated in the recent years. P2P systems with a large
number of average connections offer a faster search speed
while increasing traffic. One of the strengths of SBO is that it
reduces both the query traffic cost and response time
without decreasing the query success rate. Our other
simulation results also show that different densities of
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Fig. 10. Response time versus optimization steps.
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logical peers or physical nodes will not degrade the
effectiveness of SBO. The average traffic cost is only
proportional to the average number of neighbors and the
average cost of logical links, which is consistent with
previous analysis.

5.4 Effectiveness and Frequency of
SBO Optimizations

We further evaluate the effectiveness of SBO in dynamic P2P
systems and explore the best frequency for each peer to
conduct the SBO optimization operations. There are two ways
for a white peer to decide when to conduct neighbor probing
and reporting, namely, periodic and event driven. In the
periodic approach, each white peer conducts neighbor
distance probing at a predetermined interval q. After probing
the distances to all the neighbors, a white peer sends the cost
table to its neighboring red peers. In the event-driven
approach, a white peer produces and sends an updated cost
table to its neighboring red peers only if there is a change in its
logical connections with its neighbors, such as on aneighbor’s
leaving or on a peet’s joining as its new neighbor.

The value ¢ is a critical factor for the performance of the
periodic approach. We have investigated the impact of
different values of ¢ ranging from 20 to 600 seconds. Figs. 11
and 12 show the results on some representative samples of ¢
at 30, 60, 90, and 120 seconds, respectively, where the z-axis
indicates the time elapsed since the first probing or event
occurred. A small ¢ leads to a fast convergent speed.
However, if ¢ is too small, for example, ¢ = 30, then peers
will conduct the optimization operations too often, resulting
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Fig. 12. Response time reduction in a dynamic P2P environment.
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in the overhead still growing although the reduction of the
traffic cost and response time have already reached a
threshold. On the other hand, if ¢ is too large, for example,
q = 120, then the frequency of the optimization operations
are not frequent enough to catch the changes from the
random joining and leaving of peers. Thus, the convergent
speed is slow, and the reduction of the traffic cost and the
response time are limited. We define the value of ¢ to be
optimal if it incurs the smallest traffic cost, which is the sum
of the query flooding traffic and the optimization operation
overhead traffic, and the difference between its average
response time and the response time threshold is not more
than 5 percent. Figs. 11 and 12 suggest that ¢ = 90 seconds is
the best, with about 85 percent of reduction on the traffic
cost and 60 percent of reduction on the response time. Our
results for different setups show that the optimal ¢ ranges
from 60 to 90 seconds, as long as the average peer lifetime
remains at 10 minutes. The value of ¢ should be able to
adapt to the average peer lifetime in order to achieve
optimal performance. Figs. 11 and 12 also show that the
periodic approach, with ¢ =90 sec, outperforms the event-
driven approach on traffic reduction.

Different values of the average peer lifetime have been
presented by previous studies [8], [24]. We further tune the
average peer lifetime in our simulation. Fig. 13 shows that
the SBO operations can be conducted less frequently if the
average peer lifetime is longer. From the simulation results,
we also see that, if the average peer lifetime is longer than
37 minutes, then the event-driven policy outperforms the
periodic policy. In a hierarchical P2P system such as
KaZaA, the flooding-based search is only employed among
superpeers. The mechanism to select superpeers makes the
superpeers more stable than leaf peers. Thus, an event-driven
policy is highly recommended when SBO is implemented
among superpeers.

5.5 SBO with SDC and Index Caching

We have discussed the design of SDC in Section 4.3 to
further improve SBO. In this section, we evaluate SDC on
top of SBO and a strategy of combining SBO with the
response index caching scheme. We plot the traffic cost and
response time in a Gnutella-like system without any
optimization, with query index caching only, with the
SBO optimization only, with SDC-enabled SBO, and with
SDC-enabled SBO plus response index caching, as shown in
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Figs. 14 and 15. The design of SDC can further improve the
average response time of SBO by about 25 percent, with a
very trivial traffic cost increment. Also, compared with
SBO, by combining SDC-enabled SBO with response index
caching, the traffic cost is reduced by about 50 percent
without shrinking the search scope, and the average query
response time is reduced by about 42 percent.

5.6 Comparison with Previous Approaches

We compare the performance of the three approaches, the
previous ACE [29], LTM [19], and the proposed SBO in
dynamic P2P environments, in Figs. 16 and 17. In this
simulation, the size of the overlay topology is 5,000, and the
physical topology has 27,000 nodes.

In the figures, we can see that the convergent speed of
ACE is the slowest, so its overall performance in dynamic
environments is not as good as SBO and LTM. SBO,
incurring only half of the overhead of ACE, reduces the
traffic cost the most. Although the convergent speed of LTM
is fast and it reduces the response time a little bit more than
SBO, it needs the support of NTP [5] to synchronize the
peering nodes, which means a lot of additional overhead.
Overall, SBO outperforms ACE and LTM.

6 CoONCLUSION AND FUTURE WORK

We propose an SBO to attack the topology mismatch
problem in P2P systems. SBO is scalable and completely
distributed in the sense that it does not require any global
knowledge when each node is optimizing its logical
neighborhood. We show that the significant performance
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benefit of SBO is consistent with various network sizes and
average numbers of neighbors. SBO achieves about 85 per-
cent of reduction on the traffic cost and about 60 percent of
reduction in the query response time. Our experimental
results also demonstrate that SBO significantly outperforms
existing approaches to address the overlay mismatch
problem.

Indeed, there are two fundamental issues in P2P systems:
efficiency and security. Over the past years, many efforts
have been made to improve the efficiency of P2P systems,
and SBO is one of them. Current P2P systems, however, are
facing more challenges from security problems. Our future
work will consider how we can provide a healthier P2P
environment. We will pay more attention on P2P reliability
[16], privacy [12], incentive [15], and trustworthiness [13].
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