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Abstract—Attack mitigation schemes actively throttle attack traffic generated in Distributed Denial-of-Service (DDoS) attacks. This

paper presents Attack Diagnosis (AD), a novel attack mitigation scheme that adopts a divide-and-conquer strategy. AD combines the

concepts of Pushback and packet marking, and its architecture is in line with the ideal DDoS attack countermeasure paradigm—attack

detection is performed near the victim host and packet filtering is executed close to the attack sources. AD is a reactive defense

mechanism that is activated by a victim host after an attack is detected. By instructing its upstream routers to mark packets

deterministically, the victim can trace back one attack source and command an AD-enabled router close to the source to filter the

attack packets. This process isolates one attacker and throttles it, which is repeated until the attack is mitigated. We also propose an

extension to AD called Parallel Attack Diagnosis (PAD) that is capable of throttling traffic coming from a large number of attackers

simultaneously. AD and PAD are analyzed and evaluated using the Skitter Internet map, Lumeta’s Internet map, and the 6-degree

complete tree topology model. Both schemes are shown to be robust against IP spoofing and to incur low false positive ratios.

Index Terms—Network-level security and protection.

Ç

1 INTRODUCTION

LARGE-SCALE, high-profile Distributed Denial-of-Service
(DDoS) attacks have become common recurring events

that increasingly threaten the proper functioning of the
Internet. Despite a significant breadth of research into
countermeasures, DDoS attacks remain a major threat today.

Defending against DDoS attacks is challenging for two
reasons. First, the number of attackers1 involved in a DDoS
attack is very large. Even if the volume of traffic sent by a
single attacker might be small, the volume of aggregated
traffic arriving at the victim host is overwhelming. Second,
attackers usually spoof their IP addresses, which makes it
very difficult to trace the attack traffic back to its sources.
Though ingress/egress filtering [16] has been deployed in
many subnets to prevent IP spoofing, their effectiveness is
sometimes limited. Moreover, ingress/egress filtering does
not prevent subnet spoofing [24]. In subnet spoofing, an
attacker spoofs a random address from the address space
assigned to its subnet.

DDoS attack countermeasures can be categorized into four
classes: prevention, detection, mitigation, and traceback

(response) [8]. Mitigation techniques can be divided into
two categories. The schemes in the first category regard DDoS
defense as a resource allocation problem. They employ
techniques such as client puzzles [9], [14], [21], [35], max-
min servercentric router throttles [38], or differentiated service
[36] to allocate network or server resources to clients in a
fair fashion, thus preventing attackers from consuming an
excessive amount of network resources. These schemes can
effectively suppress attackers that generate traffic at a high
rate. However, since they do not distinguish legitimate
clients from malicious ones, high-rate legitimate traffic may
be throttled, causing “collateral damage.” More impor-
tantly, they are not effective against low-rate DDoS attacks
[4], [19]. The mitigation techniques in the second category
actively thwart DDoS attacks by filtering or rate-limiting
attack packets. A scheme belonging to this category usually
consists of two modules: an attack detection module and a
packet filtering module. The attack detection module is used
to extract the characteristics of attack packets, i.e., “attack
signatures,” such as source IP addresses or marked
IP header values [33], [39]. After the characteristics have
been summarized, this information is used by the packet
filtering module to filter malicious packets. The mitigation
schemes presented in [22], [26], [33], [34], [37], [39] place the
two modules close to each other, i.e., they are placed close
to the victim [33], [34], [37], [39], [40], in the core network
[26], or close to the attack sources [22]. However, placing
the two modules at the same location limits their effective-
ness. Attacks can be most effectively detected at the victim
end, where all the attack packets can be observed readily. In
contrast, it is most effective to filter attack packets as close to
the attack sources as possible, thus preventing the attack
traffic from reaching deeper into a network. Therefore, in
the ideal countermeasure paradigm, the attack detection
module is placed at (or near) the victim and the packet
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1. We use the term “attacker” to refer to a zombie machine rather than its
controller.
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filtering module is placed as close to the attack sources as
possible. For more details on this paradigm, see [2], [23].

Schemes proposed in [6], [20], [27], [44] support this
paradigm. In these schemes, when attacks are detected
downstream close to the victim, the upstream routers close
to the attack sources filter attack packets using summarized
attack signatures sent by the detection module. These
schemes, however, have either or both of the following two
drawbacks: The first drawback is the need to securely
forward attack signatures to the upstream routers. The
schemes proposed in [27] and [44] require a global key
distribution infrastructure for authenticating and verifying
the attack signatures. Such an infrastructure is costly to
deploy and maintain. The second drawback is the depen-
dence on attack signatures to separate attack traffic from
legitimate traffic. Using such a signature is very difficult for
three reasons. First, in many cases, an attack detection module
can only detect the existence of attacks but may not formulate
any attack signatures from the observed traffic [8]. Second,
even if an attack signature is obtained, it may not be usable to a
router to filter packets when the signature lies above the
network layer. Because a router is a network-layer device, it
would severely degrade its performance to examine the
contents of every packet to match high-layer attack signatures
(e.g., TCP SYN packets, HTTP requests with junk cookie
payload, etc.). Last, even signatures in the network layer may
have limited value because the attackers can readily manip-
ulate corresponding information. For example, an attacker
can spoof source IP addresses and change the protocol field in
the IP header, rendering these fields useless as valid attack
signatures. The only absolutely reliable information in a
packet is the destination IP address. However, packet
filtering based solely on the destination IP address will
throttle legitimate traffic, causing significant collateral
damage.

In this paper, we propose Attack Diagnosis (AD), a novel
attack mitigation scheme that combines the concepts of
Pushback [20] and packet marking to thwart DDoS attacks.
AD takes a “divide-and-conquer” strategy in the sense that
it consists of a repetitive process of isolating an attacker and
then filtering its traffic. The execution of AD can be
summarized in four steps:

1. An Intrusion Detection System (IDS) installed at the
victim (or at its firewall) detects an attack.

2. The victim instructs the upstream routers to start
marking packets with traceback information.

3. Based on the marking information extracted from
collected packets, the victim separates an attacker
from other clients and traces back to the attack
source.

4. The victim instructs the appropriate upstream
routers to filter attack packets.

These four steps compose one round of AD, which isolates
one attacker from others and throttles its traffic. AD repeats
this process for multiple rounds until the attack is
mitigated. This technique can be employed to thwart
attacks involving a moderate number of attackers. How-
ever, AD is not appropriate for large-scale attacks involving
a large number of attackers because the process would be
very slow. To address this problem, we propose an

extension to AD called Parallel Attack Diagnosis (PAD) that
can throttle traffic coming from multiple attackers simulta-
neously in a single round. PAD can significantly accelerate
the attack mitigation process at the cost of increased false
positives.

Our approach has the following noteworthy features. To
the best of our knowledge, no existing DDoS counter-
measure possesses all of the features listed below:

. AD and PAD support the ideal DDoS counter-
measure paradigm, in which the attack detection
module is placed close to the victim while the packet
filtering module is located close to the attackers.

. Our approach is reactive in nature. No communica-
tion overhead is required when a network is not
under attack.

. Because AD and PAD employ deterministic packet
marking, they are robust against forgery of marking
fields, which plagues probabilistic packet marking
schemes [7], [11], [28], [31], [42].

. Because AD and PAD throttle attackers in a “divide-
and-conquer” fashion, very low false positive ratios
are incurred. Moreover, PAD provides a “tunable”
parameter that enables the network to adjust the
diagnosis process delay and the false positive ratio.

. AD and PAD do not rely on attack signatures for
packet filtering. When AD and PAD are deployed in
a spatially contiguous manner, they do not require a
global key distribution infrastructure. These proper-
ties are of practical importance.

The rest of the paper is organized as follows: In the next
section, we elaborate AD and PAD. In Section 3, we discuss
practical considerations. The simulation results are pre-
sented in Section 4. We survey related work in Section 5 and
conclude the paper in Section 6.

2 ATTACK DIAGNOSIS AND PARALLEL ATTACK

DIAGNOSIS

2.1 Assumptions

We assume the following network environment: Every host,
either a client or a server, is connected to its local edge
router.2 Edge routers are, in turn, interconnected by core
routers. We refer to the server host being attacked as the
victim. A recent study [13] has shown that 95 percent of the
routes observed in the Internet have fewer than five
observable daily changes. So, we make the reasonable
assumption that every route from a client to the victim is
fixed during the timeframe of interest. We also assume that
Internet routers are not compromised.

We use the term false negative to denote an attacker
whose malicious packets have not been filtered, and we use
the term false positive to denote a legitimate client whose
packets have been incorrectly throttled.

Like other packet-marking-based mitigation schemes
[33], [41], we assume the existence of an IDS module
installed at the victim (or at its firewall), which is able to
identify the existence of attacks after observing malicious
traffic.
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2.2 Overview of AD and PAD

We will illustrate the principles of AD and PAD using

Fig. 1. This figure shows an upstream tree of victim V . In

the figure, some of the router interfaces are labeled with a

locally unique number that identifies that interface port. We

call this number the port identifier (PID). PID is locally

unique in the sense that interfaces of two different routers

can have the same PID, while the interfaces of a single

router are assigned nonrepeating PIDs.
In most cases, a PID of a router can be used to uniquely

identify a router or a host that is connected to it. However,

when an interface port is connected to multiple hosts via a

broadcast link-layer channel (such as in a LAN), a PID

cannot be used to uniquely identify a host. An example of

such a case is shown in Fig. 1. In the figure, interface x of

router F is connected to multiple clients through a LAN. In

this case, router F maintains a virtual PID table that maps

each “virtual” interface to a MAC address. More precisely,

the table maps a “virtual PID” to every MAC address that

the router observes coming through interface x. For

example, in Fig. 1, the MAC address of C2’s Ethernet

adapter is mapped to the virtual PID 31.
Since a PID is locally unique within a router, a string of

PIDs can be used to uniquely identify the path from a server

to a client. For example, in Fig. 1, the string 4-8-24-42 (i.e.,

the PIDs corresponding to each hop from hop 3 to hop 0)

represents the path from C1 to V . If C1 is an attacker, this

string will represent an attack path. Hence, constructing a

PID string corresponds to reconstructing an attack path in

this instance. AD uses an iterative process to construct such

a PID string, starting with PID 42. Once the reconstruction

of the attack path is complete, the router closest to the

attacker (i.e., router G) filters all packets destined for V at

interface 4.
Although AD is capable of throttling malicious traffic

coming from a modest number of attackers, it does not

reconstruct attack paths fast enough to effectively mitigate

attack traffic coming from a large number of attackers. PAD

solves this problem by dealing with multiple attackers

simultaneously.

2.3 Attack Diagnosis

To support AD, a router needs to mark packets with its
PIDs and other traceback-related information. For this
purpose, we overload the 16-bit Identification field and one
reserved bit in the IP header. All existing probabilistic
packet marking schemes overload the Identification field.
The justification for overloading this field is based on the
observation that IP fragments constitute a very small
proportion of the actual Internet traffic (less than 0.25 per-
cent) [7], [28]. We use an a-bit hop-count field, a b-bit PID
field, and a c-bit XOR field, where aþ bþ c ¼ 17 and b � c.
A discussion on how to choose the values of a, b, and c will
be discussed in Section 3.1. In this section, for the
convenience of discussion, we assume a ¼ 5, b ¼ 6, and
c ¼ 6. The hop-count field in a packet records the number of
hops from a router that first marks a given packet to the
edge router that is immediately upstream of the victim. The
PID field of a given packet records the PID of the router’s
input interface port that processed the packet. The XOR
field of a packet records the value obtained by taking the
XOR (exclusive OR) of the least significant c bits of PID
values. AD does not use the XOR field, but PAD uses it for
distinguishing different attack paths.

A router interface can be set to either of two marking
modes. A router interface is said to be in the Active
Deterministic Marking Mode (ADMM) for V if it processes
every packet destined for V as follows: 1) sets the hop-count
field to zero, 2) copies its PID to the PID field, and 3) copies
the least significant c bits of its PID to the XOR field. A
router interface is in the Passive Deterministic Marking
Mode (PDMM) for V if it processes every packet destined
for V as follows: 1) increases the hop-count field by one and
2) computes the bit-by-bit XOR value of the least significant
c bits of its PID and the XOR field value and writes the
result back to the XOR field.

When the IDS installed at the victim detects an attack, the
AD process is triggered. The victim begins the process by
sending a “Diagnose-All-Interfaces” (DAI) request to its
immediate edge router. This request packet should have the
TTL field set to 255 so that the receiving router will be able to
verify that the packet came from a host one hop away. Refer
to Fig. 1 for an example. The path C1�G� E � C �A is
assumed to be the attack path of a single attacker, C1. The
execution of AD is summarized in the following steps:

1. First, V sends a DAI request to router A. Reacting to
the request, A sets the marking mode of all of its
input interfaces to ADMM for V . Also, A sends a
status packet to V to notify V that it has begun
marking packets. Now, every packet arriving at V
has its hop-count field marked as zero and its PID
field marked as the PID value of A’s interface that
processed the packet. If the IDS is able to detect an
ongoing attack based on the observation of received
packets, then V should be able to identify the input
interfaces of A that processed the malicious packets.
One method for carrying this out is to group the
received packets based on their PID markings and
then identify the interfaces by selecting a group that
contains suspicious packets.

CHEN ET AL.: A DIVIDE-AND-CONQUER STRATEGY FOR THWARTING DISTRIBUTED DENIAL-OF-SERVICE ATTACKS 579

Fig. 1. An upstream tree of victim V .



2. After V has observed that the attack traffic is coming
from the interface 42 of A, it sends a “Diagnose-
Individual-Interface” 42 (DII-42) request to A. A
router accepts a DII request for a victim only when a
DAI request for the same victim was received
previously. The DII request is accepted because A
just received a DAI request for V . Otherwise, this
request should be ignored. Router A executes two
steps to respond to the DII request. First, it sets the
interface of PID 42 to PDMM while leaving the other
interfaces unchanged. Second, A sends a DAI
request to the neighbor router connected via inter-
face 42, namely, router C in our running example.
Again, this request packet’s TTL field is set to 255.

3. Router C executes the same steps that A did when it
received the DAI request from V . Again, a status
packet is sent to V . This packet notifies V of C’s IP
address and the fact that C is marking packets. Now,
packets received by V with their hop-count fields
equal to one are all coming from C. Using this
information, V is able to identify the input interface
of C that is processing the attack traffic, which is
interface 24 in our running example.

4. After identifying the interface in the previous step, V
sends to C a DII-24 request. C executes the same
procedures executed by A in Step 2.

5. The procedures described in the previous steps are
iterated until router G receives a DII-4 request. After
this request is received, G begins to filter all the
packets destined for V that are processed by inter-
face with PID 4. If interface 4 is connected to
multiple hosts via a broadcast link-layer channel,
then G refers to the virtual PID table and filters
frames based on the source MAC address. Router G
also sends a status packet to V to notify V that it has
started the filtering process.

The first four steps constitute the traceback phase, and
the last step is the filtering phase. The five steps constitute a
round of diagnosis. With these steps, AD can effectively
separate C1 from other clients, trace back to its source, and
filter its attack packets. The above steps are summarized in
Fig. 2 as a flowchart. When there are multiple attackers,

these steps are repeated with each step separating and
throttling one attacker until the attack is mitigated.

The legitimacy and integrity of the DII and DAI control
messages need to be assured in order for AD to work
properly. This particular security problem will be discussed
in Section 3.

2.4 Parallel Attack Diagnosis

AD traces back and throttles the traffic of one attacker at a
time. It is obvious that this technique is too slow to defend
against a large-scale DDoS attack in which (tens of)
thousands of attackers generate attack traffic synchro-
nously. In such a case, the victim may be inundated with
millions of attack packets before AD brings about any
noticeable effect. Therefore, we introduce a “parallelized”
version of AD—Parallel Attack Diagnosis (PAD)—that can
handle multiple attack paths simultaneously. The primary
difference between PAD and AD is that, in PAD, when a
node sends a DII request to a router, it can specify more than
one PID. The router that receives the DII request changes the
marking mode of the appropriate interfaces (which are
specified by the PIDs) to PDMM and sends DAI requests to
the upstream neighbor routers that are connected to the
interfaces. If the router is an edge router connected to hosts,
then it simply begins to filter attack packets at the interfaces.

To function properly, PAD needs to distinguish distinct
attack paths that are being traced back simultaneously. To
illustrate this point, we refer back to Fig. 1. Assume that
there are two attackers, C1 and C2, attacking V at the same
time. After sending a DAI request to A, V observes that
there are two interfaces, 42 and 27, receiving malicious
packets. If V decides to “diagnose” the two interfaces in
parallel, it sends a “DII-42, 27” request to A. Then, A will
change the marking mode of the two interfaces to PDMM,
and send DAI requests to both B and C. In response, B and
C will set the marking mode of all their interfaces to
ADMM. This scenario raises an important question: When
parsing through packets that have the hop-count field set to
one, how can V determine that interface 50 belongs to B and
interface 24 belongs to C? This problem can be solved by
using the XOR field. Recall that the XOR field of a packet
contains the XOR result of the least significant c bits of PIDs
(we assume b ¼ c ¼ 6 in the discussions) whose correspond-
ing interfaces marked that packet along a path. Hence,

XORðjÞ � PIDðjÞ ¼
PIDð0Þ � . . .� PIDðjÞ � PIDðjÞ ¼
PIDð0Þ � PIDð1Þ � . . .� PIDðj� 1Þ ¼
XORðj� 1Þ;

ð1Þ

where XORðjÞ and PIDðjÞ denote the bit strings of the
respective marking fields of a packet at the instant that the
packet is marked in ADMM j hops away from the victim, and
�denotes the XOR operation. Using (1), the victim can group
the PIDs that constitute an attack path. In our running
example, PID 50 at hop 1 is grouped with PID 27 (and not
PID 42) at hop 0 because 41� 50 ¼ 27, where 41 is the value of
the XOR field. In the same manner, PID 24 at hop 1 can be
grouped with PID 42 at hop 0. This process is repeated for
every hop until a DII request is received by the edge routers,G
andF . In response, the routers filter packets based on the last-
hop PID specified in the DII message. Table 1 shows how the
PIDs can be grouped to form an attack path. The shaded rows
correspond to the attack path ofC1, and the nonshaded rows
correspond to the attack path of C2.
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2.5 Analysis of False Positives

In this and the next sections, we analyze false positives and
attack mitigation delay in AD and PAD. The attack
mitigation delay is the interval between the start time of
attack detection and the termination time of AD/PAD.3 We
shall show that there is a trade-off between the two metrics
and that PAD is capable of tuning its parameters to balance
the two metrics.

Under the following assumptions, one can show that AD
incurs no false negatives or false positives and PAD incurs
no false negatives: 1) the attackers keep sending attack
packets to the victim during the AD or PAD process, 2) the
IDS installed at the victim can accurately identify attacks,
and 3) the MAC addresses are not spoofed. Unlike AD,
PAD handles multiple attackers simultaneously in a single
round of diagnosis. This can result in false positives. The
reason is that, during the traceback phase, the XOR and PID
fields of the packets coming from a legitimate client may
coincide with those coming from an attacker. For example, a
PID string corresponding to a legitimate client’s path,
P12 � P11 � P10, can incur a false positive when the sub-
string P11 � P10 is a substring of an attacker’s path and there
is another attacker’s path P22 � P21 � P20 under diagnosis,
which satisfies the following two conditions: 1) P22 ¼ P12

and 2) ðP10 � P11Þc ¼ ðP20 � P21Þc. Here, ðxÞc denotes the
least significant c bits of x. The first condition leads to a
collision of the PID fields and the second condition results in
a collision of the XOR fields. Generalizing the above
argument, a false positive occurs when each link of a
legitimate client’s path (that is not on any attack path)
collides with a link of an attack path, in terms of both the
XOR field and the PID field. Allocating PIDs randomly can
minimize the chance of collision. Hence, we assume that
each router assigns PID values to its interfaces randomly
from 0 to 2b � 1. If we assume that q attackers are diagnosed
in a single round, then the probability that a link of a
legitimate client’s path (that is not on any attack path)
collides with a link on an attack path is

PCðqÞ ¼

Pminðq;2bþcÞ

k¼1

k
2bþc

k

� �
1

2bþc

� �q
MðkÞ

2bþc
ðq � 2Þ; ð2Þ

where

MðkÞ ¼
1 ðk ¼ 1Þ

kq �
Pk�1

l¼1

k
l

� �
MðlÞ ð2 � k � 2bþcÞ:

8<
:

If a legitimate client’s path has m links that do not coincide
with any links on any attack path, then its false positive
probability is

PFP ðqÞ ¼ ½PCðqÞ�m: ð3Þ

The value given by (3) represents the false positive

probability for a single round of diagnosis. Because

q attackers are diagnosed per round, PAD executes a

total of dNa

q e rounds, where Nað� qÞ is the total number of

attackers to be throttled. Therefore, the probability of

incurring a false positive in PAD is

PFP�PADðNa; qÞ ¼

1� ½1� PFP ðqÞ�
Na
qb c � ½1� PFP ðNa mod qÞ�:

ð4Þ

For example, if Na ¼ 1;000, q ¼ 100, and m ¼ 2, we
obtain PFP ¼ 0:059% and PFP�PAD ¼ 0:59%. In reality, the
value of m is not fixed and is very difficult to estimate. In
Section 4, we will present figures that plot (4) as a function
of q using simulation data.

2.6 Analysis of Attack Mitigation Delay

In this section, we discuss the attack mitigation delay

incurred by AD and PAD. We first define the following

variables:
HðiÞ. The hop count of the ith attack path, where

i ¼ 1; . . . ; Na.
Q. The number of malicious packets the victim’s IDS

needs to sample before being able to detect the existence of

attacks.
Rði; jÞ. The aggregate arrival rate of malicious packet rate

at the j-hop router (away from the victim’s edge router) on

the ith attack path arriving at the victim, where j ¼ 0; . . . ;

HðiÞ � 1.
Tdecði; jÞ. The time required to detect attacks aggregated

at the j-hop router on the ith attack path. When the IDS’s

processing time is ignored, we have Tdecði; jÞ ¼ Q=Rði; jÞ.
Tproði; jÞ. The time needed by the j-hop router on the

ith attack path to change its marking mode or filtering

status.
Dði; jÞ. The path delay between the victim and the j-hop

router on the ith attack path (including transmission delay,

propagation delay, queuing delay, and processing delay for

routing).
D1ði; jÞ. The one-hop delay for the j-hop router on the

ith attack path to send a DAI request to its neighboring

upstream router.
Referring to Fig. 2 and assuming the ith attack path is

being diagnosed, we can infer that the first step (the top

oval) takes time ½Tdecði; 0Þ þDði; 0Þ� to finish, and each loop

needs time

T ðiÞ ¼ Tproði; jÞ þDði; jÞ þ Tdecði; jþ 1Þ þDði; jÞ
þ Tproði; jÞ þD1ði; jÞ

¼ 2Tproði; jÞ þ 2Dði; jÞ þD1ði; jÞ þ
Q

Rði; jþ 1Þ :
ð5Þ

The last step (the bottom oval) takes time

Tproði; HðiÞ � 1Þ þDði;HðiÞ � 1Þ:
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TABLE 1
Using the XOR Field to Differentiate Multiple Attack Paths

* The farthest router from V that marks packets in ADMM.
# The binary string inside [ ] represents the binary equivalent.

3. Note that, in practice, AD/PAD may terminate when the incoming
rate of malicious traffic drops below a certain threshold.



Therefore, the attack mitigation delay of AD, which is the
sum of the time required for diagnosing all attack paths, is

TAD ¼
XNa

i¼1

(
Tdecði; 0Þ þDði; 0Þ

þ
XHðiÞ�1

j¼0

�
2Tproði; jÞ þ 2Dði; jÞ þ Q

Rði; jþ 1Þ þD1ði; jÞ
�

þ Tproði; HðiÞ � 1Þ þDði; HðiÞ � 1Þ
)

¼ Na Tdecð1; 0Þ þDð1; 0Þ½ �

þ
XNa

i¼1

Tproði;HðiÞ � 1Þ þDði; HðiÞ � 1Þ
� 	

þ
XNa

i¼1

XHðiÞ�1

j¼0

�
2Tproði; jÞ þ 2Dði; jÞ

þ Q

Rði; jþ 1Þ þD1ði; jÞ
�
:

ð6Þ

The attack mitigation delay of PAD can be computed
similarly. However, because PAD synchronizes the diagnosis

of q attack paths, the time taken in each hop’s diagnosis will be
the greatest time that it takes to diagnose among the q attack
paths. This can be expressed as follows:

TPAD ¼
Na

q


 �
Tdecð1; 0Þ þDð1; 0Þ½ �

þ
XNaqd e
i¼1

max
i2SðrÞ

Tproði;HSÞ
� 	

þ max
i2SðrÞ

D i;HSð Þ½ �
� 


þ
XNaqd e
i¼1

XHS

j¼0

2 max
i2SðrÞ

Tproði; jÞ
� 	

þ 2 max
i2SðrÞ

Dði; jÞ½ �
�

þ max
i2SðrÞ

Q

Rði; jþ 1Þ

� �
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where

SðrÞ ¼ fi j ðr� 1Þq þ 1 � i � minðNa; rqÞ; i 2 Ng; 4

HS ¼ max
i2SðrÞ

ðHðiÞ � 1Þ;

and when j > HðiÞ � 1, Tproði; jÞ, Dði; jÞ, Q=Rði; jÞ, and
D1ði; jÞ are all equal to zero.

It can be seen from (4) and (7) that PFP�PAD increases
while TPAD decreases as q is increased. Hence, a trade-off
between the two metrics can be made by adjusting the value

of q. In Section 4, we shall present figures that plot PFP�PAD
and TPAD for various parameter settings.

3 PRACTICAL CONSIDERATIONS

3.1 Selection of Marking Field Length

We allocated a, b, and c bits for the hop-count, PID, and XOR

fields respectively. In this section, we discuss how to set

their values.

In existing IP traceback schemes that employ probabil-
istic packet marking for [7], [11], [28], [31], [42], five bits
are typically used to record the hop count. This is because
the vast majority of routes in the Internet have fewer than
32 hops [13]. Therefore, we seta ¼ 5, which implies bþ c ¼ 12
since the three fields combined occupy 17 bits. In AD, we
allocate all the remaining 12 bits to the PID field, and the XOR
field is not used. In PAD, because the c-bit XOR field takes at
most b bits from the PID field for XOR operation, we have
b � c. Now we argue that b should be minimized given that
bþ c is fixed. In Section 2.5, it has been shown that the false
positive probability is dependent only on the value of bþ c
and not on the individual values of b and c. However, the
collision of the b-bit PID field and that of the c-bit XOR
field, which are the two necessary conditions to induce a
false positive, have different implications. The role of the
XOR field is to distinguish individual routes so that the DII
commands can be issued to the appropriate routers. On the
other hand, the PID field identifies an individual interface
port on a router, which helps the router discard DII requests
with wrong PIDs. DII requests with incorrect PIDs are
received when the collision of the XOR field takes place.
Therefore, in order to minimize the chance of collision of the
XOR field, the length of the XOR field needs to be
maximized. Hence, we set the field lengths as a ¼ 5, b ¼ 6,
and c ¼ 6.

CAIDA’s (Cooperative Association for Internet Data
Analysis) Skitter study [29] showed that 98.5 percent of
Internet routers have fewer than 64 working interfaces.
Another Internet topology study [1] shows that this
percentage is even higher. Hence, allocating six bits for
the PID field should be sufficient for the vast majority of
Internet routers. However, six bits are not enough for
routers with more than 64 working interfaces and edge
routers connected to more than 64 hosts in an edge network.
This problem can be solved by adding another six bits to a
PID and employing the “enhanced” packet marking
procedure. In the enhanced procedure, a router acts as if
it was two routers connected in serial. The router splits the
PID into two 6-bit PID fragments and associates them with
different hops. For example, if B in Fig. 1 uses 12-bit PIDs, it
associates the six most significant bits with hop 1 and the six
least significant bits with hop 2. In each hop diagnosis, B
still only marks six bits, but the diagnosis of the two hops
reveals the complete 12-bit PID. As a result, D is considered
to be located at hop 3 and F at hop 4.

The increased hop count caused by the enhanced packet
marking scheme leads to a new problem. The five bits
allocated to the hop-count field may not be enough to record
the hop count of long routes. To avoid such a situation, we can
allocate six bits to the hop-count field, i.e., a ¼ 6, and set the
other two fields as b ¼ 6 and c ¼ 5. In Section 4, we show the
impact that the values ofa, b, and chave on the performance of
PAD, particularly in terms of false positive ratios.

3.2 Security Considerations

The DAI requests used in AD and PAD are secured in two
ways. First, the core routers only accept DAI requests from
neighboring routers, i.e., the packets sending DAI requests
must have a TTL field set to 255. Second, the edge routers
are responsible for authenticating DAI requests originating
from end hosts. The key required to authenticate the DAI
requests can be established during an offline registration
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process. Therefore, forgery of DAI requests is thwarted. As
for the DII requests issued by a victim, as Fig. 2 indicates,
any DII request received by a router is always preceded by
a DAI request. The DAI request is in turn triggered by
another DII request from the victim that was sent to the
router’s downstream neighbor, which corresponds to the
DII request of the previous loop in the flowchart of Fig. 2.
Therefore, all DII requests form a chain in a round of
diagnosis. The first DII request can be authenticated in the
same way as the original DAI request, since they are both
sent by the victim to its edge router. Now, if we can utilize a
preceding DII request to authenticate its subsequent DII
request in the chain, then all the DII requests in the chain are
authenticated. The following technique based on hash chains
can realize this idea: Before a round of diagnosis, the victim
uses a publicly known one-way hash functionHðÞ to generate
a hash chain:nh ¼ Hðnhþ1Þ, where h ¼ 0; . . . ; 2a � 1 andn2a�1

is a nonce, i.e., a secret bit sequence that changes for each
round of diagnosis. A DII request issued to a router at
hop h, say Rx, needs to contain nh. The subsequent DII
request that the victim sends to one of Rx’s upstream
routers, say Ry, has to carry nhþ1 to be accepted by Ry.
Router Ry can check the validity of nhþ1 by checking
whether nh ¼ Hðnhþ1Þ, since Rx piggybacked nh in a DAI
request sent to Ry earlier.5 Due to the property of one-way
hash functions, an attacker that has eavesdropped on the
value of nh cannot compute nhþ1 easily. Therefore, as long
as nhþ1 is long enough to ensure that the probability of
guessing its value within the time period between two
consecutive DII requests is negligible, hash chains should
be sufficient to authenticate these requests. A hash chain is
regenerated for each round of diagnosis to counter replay
attacks. The advantage of the proposed technique is that it
does not require the existence of a key distribution
infrastructure.

Besides DAI and DII forgeries, other attacks are possible.
For instance, an attacker may attempt to forge information
in the marking fields of packets. Fortunately, such
attacks—although they may be effective against probabil-
istic packet marking schemes (e.g., [7], [11], [28], [31],
[42])—are not effective against AD or PAD. Since AD and
PAD use deterministic packet marking, a forged marking
will be overwritten by intermediate routers. In a different
type of attack, an adversary may attempt to circumvent AD
or PAD by enabling the attackers to send packets inter-
mittently so that a diagnosis process would halt at some
intermediate hop. AD or PAD is not designed to handle
such attacks. However, we note that a possible solution is to
enable the victim to detect such intermittent “pulsing” or
“shrew” attacks using DWT (Discrete Wavelet Transform) [19]
or DFT (Discrete Fourier Transform) [4]. Then, AD or PAD
can be used in the same way as described in Section 2.

3.3 Issues of Router and Network Overhead

Although the packet-marking procedure required by AD/
PAD adds additional router overhead, it is well within the
capability of conventional routers. For instance, input
debugging [32]—the functionality that can determine the
interface that processed a particular packet—is widely
supported by today’s routers. Furthermore, the routine
tasks of looking up routing tables and updating packets’

TTL and Checksum fields are not much different from the
required operations of the proposed marking procedure.
More importantly, since AD and PAD are reactive defense
mechanisms, it is unlikely that a router will receive a large
number of simultaneous requests for packet marking. This
ensures that a router will not be overburdened with packet
marking tasks the vast majority of the time.

Another concern is about the impact of network
congestion caused by DDoS attacks on the timely transmis-
sion of AD/PAD commands. There are two aspects that can
help mitigate this impact. First, the commands the victim
sends are from downstream to upstream, while the flooding
goes the reverse direction. In a duplex link, which is the
case for most core networks, traffic in one direction is not
affected by that in the opposite direction. Secondly, AD
commands could contain some rate-limit requests (as
Pushback [20] does), so that, when an upstream router
receives the command, it will rate-limit the traffic to the
victim and not cause congestion near the victim. Thus, the
status packet from upstream to downstream should not be
affected by the attack. In addition, another straightforward
solution is to prioritize authenticated AD commands.

3.4 Gradual Deployment Considerations

Since the instantaneous wide deployment of a new DDoS
countermeasure is not possible, considerations for gradual
deployment must be given. AD and PAD can support
gradual deployment at the subnet6 level in two ways. In the
first approach, AD/PAD is implemented only at the
victim’s neighbor subnets, forming a perimeter of defense
around the victim (which we refer to as the “perimeter
approach” hereafter). The distance between the outer
boundary of the perimeter and the victim has to be large
enough so that the attack paths are sufficiently diverged at
the boundary. Note that attack paths converge as they get
closer to the victim. If the distance is sufficiently large, AD/
PAD is expected to throttle attacks without causing
considerable collateral damage to legitimate traffic. The
other approach relies on the distributed attack detection
(which we refer to as the “distributed diagnosis approach”
hereafter). In this approach, the border routers of subnets,
which support AD and PAD, coordinate the diagnosis
process under the help of attack detection devices. An
example is shown in Fig. 3. When a victim detects an attack,
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6. A subnet is defined as an Autonomous System (AS) or an area of an
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Fig. 3. A gradual deployment scenario. (Subnets 1, 3, and 4 support AD/

PAD while Subnet 2 does not.).



it instructs the upstream subnets to initiate the diagnosis
process by utilizing secure signaling techniques such as the
Real-time Internetwork Defense (RID) [25] or S-BGP [15]. In
response, the border routers of the subnets that support
AD/PAD initiate the diagnosis process, limiting the process
within the subnet. Suppose that Subnet 2 in Fig. 3 does not
support AD/PAD and Subnets 1, 3, and 4 do. Also, suppose
that attack traffic is coming from router D and legitimate
traffic is coming from router C. If the perimeter approach is
used, then all legitimate traffic passing through Subnet 2
and destined for V will be throttled by router A. The
collateral damage can be significantly reduced with the
distributed diagnosis approach. In the distributed diagnosis
approach, A would instruct B to execute a diagnosis
process within Subnet 3. If B is installed with a device that
can detect attack packets destined for V , B can run a
diagnosis on behalf of V according to the procedure
described in Section 2. Then, B would instruct the upstream
router D to throttle the attack traffic. Router A would
restrain from filtering since there would be no attack traffic
arriving at A when it is throttled at D. As a result, C’s traffic
is no longer throttled. In Section 4, we investigate the false
positive ratios of AD under different deployment scenarios
using simulations.

4 SIMULATION AND RESULTS

We adopt three different network topologies for our
simulations. The first topology is chosen from the Skitter
Internet map [29]. Based on the link data collected on
1 January 2006, we first chose a router with a degree of six
as the victim’s edge router and then randomly chose
multiple distinct routes originating from it. The second
topology is selected from the network topology data of
Lumeta’s Internet Mapping Project [3]. The provided path
data was collected on 8 February 2006. All paths start from
a single router, which is the victim’s edge router in our
simulation. This edge router has a degree of two. The third
network topology is an n-degree complete tree model. In the
n-degree complete tree model, we model the victim’s
upstream routers as a subset of a full and complete tree
rooted by the victim’s edge router, with every router having
n connected routers or hosts (i.e., one parent router and
ðn� 1Þ children routers or hosts). The average router
degree of the traced routes studied in the Skitter project
was found to be 6.34 [29]. Therefore in our simulations, we
employ n ¼ 6.

According to the experimental findings of [13], a typical
distribution of the number of hops from clients to a server
can be regarded as a Gaussian distribution with a mean of
16.5 and a standard deviation of 4. In our simulation
experiments, we use the same distribution for generating
the routes’ number of hops for the network topologies
based on the Skitter map and the 6-degree complete tree
topology model. The upper and lower bounds of the hop
counts are set to 32 and 1, respectively. Generation of hop
count is not required for Lumeta’s map because it already
contains hop count information.

4.1 PFP�PAD versus q

Figs. 4a, 4b, and 4c show PAD’s false positive ratios7 versus
the number of attackers diagnosed per round in the three
network topologies described previously. Two settings of
the marking field lengths, a ¼ 5, b ¼ 6, and c ¼ 6 (referred
to as Setting 1 hereafter) and a ¼ 6, b ¼ 6, and c ¼ 5
(referred to as Setting 2 hereafter), were simulated for each
topology. In these simulations, we fixed the number of
attackers, Na, at 2,000 and the total number of clients at
5,000. We varied q from 10 to 2,000 in increments of 10. Each
datum is the average of 10 independent experiments.

From these results, it can be seen that PFP�PAD is an
increasing function of q. The false positive ratio, PFP�PAD,
had the largest value when q ¼ 2;000 under Setting 2 in the
Lumeta map. The big difference between the two settings is
due to the different value of bþ c, as (2) indicates. We found
that the value of a changing from five to six makes little
difference because, in our simulation, different routes
diverge within 32 hops at an overwhelming probability,
even when enhanced packet marking procedure is used.
Therefore, we favor Setting 1 and employ it for all
simulations from Sections 4.2, 4.3, and 4.4.

We also noticed that the Lumeta map has the highest
PFP�PAD compared to the other two topologies. The
difference is caused by the different degrees of the victim’s
edge routers. In the Skitter map and the 6-degree complete
tree topology, the victim’s edge router has a degree of six,
while, in Lumeta’s map, it is two. Consequently, the routes
in Lumeta’s map, compared to those in the other two
topologies, share more common links and induce a smaller
value of m in (3) and, thus, a greater PFP�PAD value. This
result shows that making a victim network multihomed can
decrease PAD’s false positive ratio.
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4.2 Attack Mitigation Delay

To simulate the attack mitigation delay, T (which corre-

sponds to both TAD and TPAD in Section 2.6), we used an

actual network delay distribution measured from the

Internet [10]. We assumed Q ¼ 1;000 (packets) and used

three settings for the values of Tproði; jÞ and Rði; jÞ.

. Setting A:

Tproði; jÞ ¼ 0:1 sec; Rði; jÞ ¼ 1;000 packets=sec ð8i; jÞ:

. Setting B:

Tproði; jÞ ¼ 5 sec; Rði; jÞ ¼ 1;000 packets=sec ð8i; jÞ:

. Setting C:

Tproði; jÞ ¼ 0:1 sec; Rði; jÞ ¼ 20 packets=sec ð8i; jÞ:

Figs. 5a, 5b, and 5c show the plots of the number of
throttled attackers versus time for AD and PAD under the
three settings of Tproði; jÞ and Rði; jÞ. All simulations were
run on the Skitter map topology. The results show that T is
roughly inverse proportional to q (q can be regarded as one
in AD). This is expected since handling q attackers in
parallel should accelerate the diagnosis process by approxi-
mately q times. From the difference between Fig. 5a and
Fig. 5b and that between Fig. 5a and Fig. 5c, it can be
inferred that Tproði; jÞ has less impact on T than Rði; jÞ does.

Fig. 6 shows T versus q when 4,000 out of 5,000 clients

are attackers in the Skitter map topology. The figure shows

the inverse proportional relationship between T and q.

4.3 The Trade-Off between False Positives and
Attack Mitigation Delay

Previous simulation results have shown that, when q
increases, PPF�PAD increases while T decreases. Since it is
desirable to minimize both PPF�PAD and T , a trade-off
between the two parameters exists. Fig. 7 shows a plot of
PFP�PAD versus T . One can readily observe their trade-off
relationship. An appropriate trade-off can be made by
choosing an appropriate value of q.

4.4 Partial Subnet Deployment

In Section 3.4, we have discussed the two approaches to
support the gradual deployment of AD and PAD. We have
simulated them in Lumeta’s map topology to observe the
false positive ratio under different deployment scenarios.
Only AD is used in these simulations. To describe the
simulation environment for the perimeter approach, we
define the parameter, dd, called deployment depth, that
represents the hop count in the unit of AD-capable subnets
that are located immediately upstream of a victim. Fig. 8
shows an illustrative example using the topology of
Lumeta’s map. If dd ¼ 2, then subnet 65.198.68.0/24, subnet
157.130.0.0/16, and subnet 152.63.0.0/16 support AD. If
dd ¼ 3, then these three subnets together with the
464 subnets connected to subnet 152.63.0.0/16 all support
AD. Fig. 9a shows the false positive ratio when dd varies
from 2 to 7. The number of attackers is varied from 1 to
2,001 in increments of 10 and each datum is the average of
three independent simulations. The total number of clients
is 5,000.

In another set of simulations, we assume that the
distributed diagnosis approach for supporting gradual
deployment is employed (see Section 3.4 for details). We
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assume that subnets 65.198.68.0/24, 157.130.0.0/16, and
152.63.0.0/16 have implemented AD and that the subnets
supporting distributed diagnosis approach are distributed
uniformly throughout the Internet. We vary the deployment
percentage from 20 percent to 80 percent in increments of
20 percent, and the simulation results are shown in Fig. 9b.
Through our simulation experiments, we are able to observe
that implementing AD in subnet 157.130.0.0/16 and sub-
net 152.63.0.0/16 is crucial for lowering the false positive
ratio. Fig. 9c shows the false positive ratios when the
subnets at deployment depths one and two do not support
AD. In this case, the false positive ratios are unacceptably
high for all partial deployment scenarios. This fact leads to
the conclusion that the subnets located immediately up-
stream of a victim must support AD in order for AD to be a
viable DDoS countermeasure. Since we have assumed
having no attack signature and tolerating no false negatives,
if the subnets immediately upstream of the victim’s subnet
do not support AD, then it is likely that some attack packets
will arrive at the AD-capable edge router in a victim’s
subnet, which will filter all packets, whether legitimate or
malicious, destined for the victim. It is obvious that filtering
packets so close to the victim based solely on the destination
address will cause the false positive ratio to increase to an
unacceptable level.

5 RELATED WORK

Many DDoS attack mitigation schemes have been proposed
in the literature. Several techniques try to solve the problem
from the perspective of fair resource allocation. One
technique that belongs to this category is client puzzles

[9], [14], [21], [35], which force a client to provide the
solution to a cryptographic “puzzle” before any resource is
committed. A client has to consume some of its own
resources to compute the solution, and the number of
resources that a client needs to commit is commensurate
with the puzzle difficulty. However, client puzzles are
criticized for inducing high request overhead and weak
service-access guarantees [12]. As an improved alternative,
a ticket-based scheme was proposed in [12]. In this scheme, a
client needs to obtain a ticket from a protected server, which
generates tickets at line speeds, to access its service. A
similar idea is to enforce a client to get the capability from
the server it is accessing [41], [43]. Routers will block
transmissions lacking capability. Another technique for fair
resource allocation is max-min servercentric router throttles
[38]. This scheme enables a server under attack to contact a
perimeter of upstream routers to install router throttles,
where each router only forwards the max-min fair share of
the traffic that is allowed by the server. In [36], a different
approach that utilizes Differentiated Service (DiffServ)
proposes to isolate TCP, UDP, and ICMP traffic, and to
bound the resource consumption of UDP and ICMP traffic.
The bidirectional traffic of TCP connections and TCP
control segments are also differentiated.

Another category of attack mitigation schemes utilize an
attack detection model to differentiate attack traffic from
legitimate traffic and use a packet filtering module to filter
attack packets. The schemes presented in [22], [26], [33], [34],
[37], [39], [40] all place the two modules close to each other.
According to the location of the modules, these schemes can
be to victim-based, network-based, or source-based. Schemes
proposed in [33], [34], [37], [39], [40] are victim-based. For
instance, the filtering schemes in [33], [39], [40] rely on packet
marking to filter attack traffic—each router marks packets
and the markings of the received packets are used by the
victim to distinguish attack packets from legitimate packets.
A typical network-based scheme is proposed by Park and Lee
in [26]. They suggest installing packet filters in AS border
routers to prevent IP spoofing. D-WARD [22] is a scheme
representative of being source-based. It throttles attackers at
the source by suppressing any host which sends a much
heavier volume of traffic than it receives.

The schemes proposed in [6], [20], [27], [44] place the
attack detection module near the victim and execute packet
filtering close to the attack sources. As a representative
scheme, Pushback [20] adopts hop-by-hop transmission of
control messages to coordinate packet filtering. The
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Fig. 8. A partial deployment scenario.
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all other subnets in the Internet, and (c) the victim’s edge router supports AD, subnets at deployment depths one and two from the victim do not

support AD, and uniformly random deployment for all other subnets in the Internet.



authenticity of control message packets is ensured using
the TTL field. This scheme uses the aggregate-based conges-
tion control (ACC) module for local congestion detection
and high-bandwidth traffic throttling. If a router cannot
adequately throttle an aggregate by itself, the Pushback
module requests the router’s upstream routers to rate-limit
the aggregate together.

Schemes in [7], [11], [17], [28], [31], [42] utilize probabil-
istic packet marking for IP traceback. These schemes
overload the 16-bit Identification field in the IP header to
mark partial path information in each packet. After many
packets are received, the complete information can be
recovered from the markings of these packets. The major
drawback of these schemes is their vulnerability to the
packet-markings forgery [42]. Another type of IP traceback
approach employs the technique of packet logging [18],
[30]. Such schemes are still not practical since they do not
support gradual deployment and induce too much over-
head on routers [42].

6 CONCLUSION

In this paper, we proposed two novel DDoS countermea-
sures, AD and PAD. They employ a “divide-and-conquer”
strategy to isolate attacking hosts and filter their traffic.
AD/PAD integrates the concepts of Pushback and packet
marking. AD/PAD’s framework is in line with the ideal
framework of DDoS mitigation schemes in which the attack
detection module is placed at the victim end and the
filtering module is placed close to the attack sources [2],
[23]. Recognizing AD’s inability to handle large-scale
attacks, we introduced its parallelized version, called
PAD. PAD is capable of tracing back and mitigating attack
traffic from multiple attackers simultaneously, thus en-
abling it to handle large-scale attacks. Our analysis and
simulation results indicate that AD/PAD has several
advantageous features, including

1. is reactive so as to incur limited overhead,
2. does not rely on attack signatures for filtering attack

traffic,
3. is robust against IP spoofing and marking-field

forgeries,
4. supports incremental deployment, and
5. incurs low false positives.
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